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# TOPIC:

We will be monitoring **kubernetes cluster** using **node exporter** to scrape the metrics from the cluster

And we will be deploying **Prometheus and Grafana** on **another server**.

Our node exporter will send metrics to the prometheus using scrape\_config jobs.

From there we will have a Data source of prometheus in grafana and import node exporter dashboard in Grafana.

If there is any misconfiguration in your cluster, your prometheus and grafana will be securely monitoring the cluster as they are on other server.

# PREREQUISITES:

# Install AWS Cli:

<https://docs.aws.amazon.com/cli/latest/userguide/getting-started-install.html>

curl "https://awscli.amazonaws.com/awscli-exe-linux-x86\_64.zip" -o "awscliv2.zip"

unzip awscliv2.zip

sudo ./aws/install

Aws configure

# Install kubectl:

<https://kubernetes.io/docs/tasks/tools/install-kubectl-linux/>

curl -LO "https://dl.k8s.io/release/$(curl -L -s <https://dl.k8s.io/release/stable.txt>)/bin/linux/amd64/kubectl"

sudo install -o root -g root -m 0755 kubectl /usr/local/bin/kubectl

# Install eksctl :

<https://docs.aws.amazon.com/eks/latest/userguide/eksctl.html>

curl --silent --location "https://github.com/weaveworks/eksctl/releases/latest/download/eksctl\_$(uname -s)\_amd64.tar.gz" | tar xz -C /tmp

sudo mv /tmp/eksctl /usr/local/bin

# Create new cluster using eksctl:

eksctl create cluster --name python-app \

--version 1.22 \

--region ap-south-1 \

--nodegroup-name my-nodes \

--node-type t3.small \

--managed --nodes 4 \

--ssh-access \

--ssh-public-key dev\_iam \

--node-ami-family Ubuntu2004

# Scaling Deployment:

kubectl scale deployment/nginx-deployment --replicas=10

# Connect to AWS EKS cluster:

aws configure

aws eks --region <region> update-kubeconfig --name <cluster\_name>

~/.kube/config

# Prometheus Download on Different Server :

<https://prometheus.io/download/> (linux,darwin,windows)

# Grafana Download on Different Server:

<https://grafana.com/docs/grafana/latest/installation/rpm/> (linux)

<https://www.digitalocean.com/community/tutorials/how-to-install-and-secure-grafana-on-ubuntu-20-04> (ubuntu)

1. **Resources needed to be created on EKS Cluster:**

**DeamonSet YAML:**

apiVersion: apps/v1

kind: DaemonSet

metadata:

labels:

app.kubernetes.io/component: exporter

app.kubernetes.io/name: node-exporter

name: node-exporter

namespace: monitoring

spec:

selector:

matchLabels:

app.kubernetes.io/component: exporter

app.kubernetes.io/name: node-exporter

template:

metadata:

labels:

app.kubernetes.io/component: exporter

app.kubernetes.io/name: node-exporter

spec:

containers:

- args:

- --path.sysfs=/host/sys

- --path.rootfs=/host/root

- --no-collector.wifi

- --no-collector.hwmon

- --collector.filesystem.ignored-mount-points=^/(dev|proc|sys|var/lib/docker/.+|var/lib/kubelet/pods/.+)($|/)

- --collector.netclass.ignored-devices=^(veth.\*)$

name: node-exporter

image: prom/node-exporter

ports:

- containerPort: 9100

protocol: TCP

resources:

limits:

cpu: 250m

memory: 180Mi

requests:

cpu: 102m

memory: 180Mi

volumeMounts:

- mountPath: /host/sys

mountPropagation: HostToContainer

name: sys

readOnly: true

- mountPath: /host/root

mountPropagation: HostToContainer

name: root

readOnly: true

volumes:

- hostPath:

path: /sys

name: sys

- hostPath:

path: /

name: root

**Node Exporter SVC YAML:**

---

kind: Service

apiVersion: v1

metadata:

name: node-exporter

namespace: monitoring

annotations:

prometheus.io/scrape: 'true'

prometheus.io/port: '9100'

spec:

type: NodePort

selector:

app.kubernetes.io/component: exporter

app.kubernetes.io/name: node-exporter

ports:

- name: node-exporter

protocol: TCP

port: 9100

targetPort: 9100

nodePort: 30080

1. **Change prometheus.yaml to get data from node exporter.**
2. **Create prometheus data source in grafana and import node exporter dashboard(1860).**

**Ref:**

[**https://devopscube.com/node-exporter-kubernetes/**](https://devopscube.com/node-exporter-kubernetes/)

eksctl-efk-eks-nodegroup-my-nodes

{

"AWSTemplateFormatVersion": "2010-09-09",

"Description": "EKS Managed Nodes (SSH access: true) [created by eksctl]",

"Mappings": {

"ServicePrincipalPartitionMap": {

"aws": {

"EC2": "ec2.amazonaws.com",

"EKS": "eks.amazonaws.com",

"EKSFargatePods": "eks-fargate-pods.amazonaws.com"

},

"aws-cn": {

"EC2": "ec2.amazonaws.com.cn",

"EKS": "eks.amazonaws.com",

"EKSFargatePods": "eks-fargate-pods.amazonaws.com"

},

"aws-us-gov": {

"EC2": "ec2.amazonaws.com",

"EKS": "eks.amazonaws.com",

"EKSFargatePods": "eks-fargate-pods.amazonaws.com"

}

}

},

"Resources": {

"LaunchTemplate": {

"Type": "AWS::EC2::LaunchTemplate",

"Properties": {

"LaunchTemplateData": {

"BlockDeviceMappings": [

{

"DeviceName": "/dev/sda1",

"Ebs": {

"Encrypted": false,

"Iops": 3000,

"Throughput": 125,

"VolumeSize": 80,

"VolumeType": "gp3"

}

}

],

"ImageId": "ami-030b284bf4040238b",

"KeyName": "user\_kavan",

"MetadataOptions": {

"HttpPutResponseHopLimit": 2,

"HttpTokens": "optional"

},

"SecurityGroupIds": [

{

"Fn::ImportValue": "eksctl-efk-eks-cluster::ClusterSecurityGroupId"

},

{

"Ref": "SSH"

}

],

"TagSpecifications": [

{

"ResourceType": "instance",

"Tags": [

{

"Key": "Name",

"Value": "efk-eks-my-nodes-Node"

},

{

"Key": "alpha.eksctl.io/nodegroup-name",

"Value": "my-nodes"

},

{

"Key": "alpha.eksctl.io/nodegroup-type",

"Value": "managed"

}

]

},

{

"ResourceType": "volume",

"Tags": [

{

"Key": "Name",

"Value": "efk-eks-my-nodes-Node"

},

{

"Key": "alpha.eksctl.io/nodegroup-name",

"Value": "my-nodes"

},

{

"Key": "alpha.eksctl.io/nodegroup-type",

"Value": "managed"

}

]

},

{

"ResourceType": "network-interface",

"Tags": [

{

"Key": "Name",

"Value": "efk-eks-my-nodes-Node"

},

{

"Key": "alpha.eksctl.io/nodegroup-name",

"Value": "my-nodes"

},

{

"Key": "alpha.eksctl.io/nodegroup-type",

"Value": "managed"

}

]

}

],

"UserData": "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"

},

"LaunchTemplateName": {

"Fn::Sub": "${AWS::StackName}"

}

}

},

"ManagedNodeGroup": {

"Type": "AWS::EKS::Nodegroup",

"Properties": {

"ClusterName": "efk-eks",

"InstanceTypes": [

"t3.small"

],

"Labels": {

"alpha.eksctl.io/cluster-name": "efk-eks",

"alpha.eksctl.io/nodegroup-name": "my-nodes"

},

"LaunchTemplate": {

"Id": {

"Ref": "LaunchTemplate"

}

},

"NodeRole": {

"Fn::GetAtt": [

"NodeInstanceRole",

"Arn"

]

},

"NodegroupName": "my-nodes",

"ScalingConfig": {

"DesiredSize": 2,

"MaxSize": 2,

"MinSize": 2

},

"Subnets": {

"Fn::Split": [

",",

{

"Fn::ImportValue": "eksctl-efk-eks-cluster::SubnetsPublic"

}

]

},

"Tags": {

"alpha.eksctl.io/nodegroup-name": "my-nodes",

"alpha.eksctl.io/nodegroup-type": "managed"

}

}

},

"NodeInstanceRole": {

"Type": "AWS::IAM::Role",

"Properties": {

"AssumeRolePolicyDocument": {

"Statement": [

{

"Action": [

"sts:AssumeRole"

],

"Effect": "Allow",

"Principal": {

"Service": [

{

"Fn::FindInMap": [

"ServicePrincipalPartitionMap",

{

"Ref": "AWS::Partition"

},

"EC2"

]

}

]

}

}

],

"Version": "2012-10-17"

},

"ManagedPolicyArns": [

{

"Fn::Sub": "arn:${AWS::Partition}:iam::aws:policy/AmazonEC2ContainerRegistryReadOnly"

},

{

"Fn::Sub": "arn:${AWS::Partition}:iam::aws:policy/AmazonEKSWorkerNodePolicy"

},

{

"Fn::Sub": "arn:${AWS::Partition}:iam::aws:policy/AmazonEKS\_CNI\_Policy"

},

{

"Fn::Sub": "arn:${AWS::Partition}:iam::aws:policy/AmazonSSMManagedInstanceCore"

}

],

"Path": "/",

"Tags": [

{

"Key": "Name",

"Value": {

"Fn::Sub": "${AWS::StackName}/NodeInstanceRole"

}

}

]

}

},

"SSH": {

"Type": "AWS::EC2::SecurityGroup",

"Properties": {

"GroupDescription": "Allow SSH access",

"GroupName": {

"Fn::Sub": "${AWS::StackName}-remoteAccess"

},

"SecurityGroupIngress": [

{

"CidrIp": "0.0.0.0/0",

"Description": "Allow SSH access to managed worker nodes in group my-nodes",

"FromPort": 22,

"IpProtocol": "tcp",

"ToPort": 22

},

{

"CidrIpv6": "::/0",

"Description": "Allow SSH access to managed worker nodes in group my-nodes",

"FromPort": 22,

"IpProtocol": "tcp",

"ToPort": 22

}

],

"Tags": [

{

"Key": "Name",

"Value": {

"Fn::Sub": "${AWS::StackName}/SSH"

}

}

],

"VpcId": {

"Fn::ImportValue": "eksctl-efk-eks-cluster::VPC"

}

}

}

}

}